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GIGAPOD

« Centralizea
Management of Cluster

Resources

« Well-integrated

Software and
Hardware

« Optimizing IT for
Stability and Efficiency

Enhanced
Reliability

Strengthens IT
infrastructure to
minimize downtime
and ensure consistent
service availability.

——
520\
Operational Efficiency

Automates routine
tasks, reduces manual
intervention, and
optimizes resource
utilization.

Improved
Observability

Strengthens IT
infrastructure to
minimize downtime
and ensure consistent
service availability.

é%

Actionable
Insights

Offers in-depth
analysis to facilitate
data-driven decisions
and proactive issue
resolution.

<
SO

Scalability and
Flexibility

Adapts to growing
business needs,
ensuring long-term

I'i'.l rO
5%
Streamlined
Workflows

Simplifies complex IT
processes, enabling
smoother operations
and faster task
completion.
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GIGAPOD
 weletomACedSenies

Platform-software — GIGABYTE POD Manager (GPM)

Workload Management

System
Architecting
and

Deployment

AMDXX MLOps Bare-metal, Containers,
Infinity Hub Platform virtualization, HPC, etc.

Cluster Management Software Stack

AMDCZ\ Enterprise Al Ecosystem GIGABYTE Cluster Manager and
Integrations

Infrastructure Hardware — GIGABYTE Systems Hardware
Specification
Network Fabrics Power Cooling and
Infrastructure
Management Nodes Compute Nodes Storage Systems Planning
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GIGABYTE POD Manager (GPM)

= GIGABYTE Giowoo A O @engen -

Infrastructure Management

« Centralized inventory of servers,
network switches, and storage devices.

« Real-timevisualization of resource
health, utilization, and physical location.

« PODview forvirtualized physical
location of each device in data centers.
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1lIGABYTE POD Manager (GPM)

Node Provisioning

« Automated discovery of new devices
within the network for quick
onboarding.

« Predefined and customizable templates
for OS installation and configuration.

« Batch deployment capabilities to install
OS across multiple devices
simultaneously.
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GIGABYTE POD Manager (GPM)

= GIGABYTE QO AL O Grws -

POD Monitoring & Audit

« Real-time monitoring dashboards with
customizable metrics from physical
devices to operating systems anad
applications.

« Configurable alert thresholds and
notifications via email, webhook, or
integrated chat systems.

« Event management tools for logging,
categorizing, and resolving issues
eﬁl Cleﬂtly GGIGA
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GIGABYTE POD Manager (GPM)

= GIGABYTE
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Orchestration Workload Deployment

 For bare-metal as a service, HPC as a
service, containers as a service,

virtualization as a service, and Al as a
service.

« Support for automatically deploying anad
managing clustered applications such as
Kubernetes, Hadoop, or OpenStack.
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GIGABYTE POD Manager (GPM)

GPU Resource Management
« GPU Pooling and Sharing

Al Workflow Management

« MLOps Workflow (Pipeline) Automation
ror Model Pre-training, Fine-tuning &
Deployment

« Templates tor Data Processing, Model
Development & Deployment

r4 GIGA
& COMPUTING




GIGABYTE POD Manager (GPM)
AMD Infinity Hub on GIGAPOD

AMD Infinity Hub

The AMD Infinity Hub contains a collection of advanced software
containers and deployment guides for HPC and Al applications on
AMD Instinct™ GPUs, enabling researchers, scientists, and
engineers to speed up their time to science.

Results per page 24
Category SUlts per pag @

B 1-12 of 70
] Al & ML Model

() Benchmarks {14

() Tools & Libraries (6

AMDD1 AMDID1

viLM | AMDO ROCm 7 Preview MLPerf = AMDI1 ROCm 7 Preview vLLM | RMDE!

(] Molecular Dynamics (4 INSTINCT

ROCm 7 Preview | Llama 2 70B ROCm 7 Preview | Llama 3.1
LoRA | Finetuning 4058B | Inference | FP4

+ Show more

Pull Tagd® User Guide [2 User Guide [2
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GIGABYTE POD Manager (GPM)

LLM Managemen

« LLM Readiness & Safety

meta/llama-3.1-70b-instruct v +

What are 5

« LLM Fine-tuning & Deployment

kids' art? | don't want to throw them away, but

it's also so much clutter.

@ meta/llama-3.1-70b-instruct W A
The age-old dilemma of the proud parent! Don't worry, INFO 2025-02-11 09:02:49.232 on.py-62] Application startup complete.

INFO 2025-02-11 09:02:49.255 server.py:214] Uvicorn running on http://0.
1)
little ones' masterpieces without drowning in clutter. INFO 2025-02-T1 09:02:49.593 httptools_impl.py-481] 172210153908 - *C|
INFO 2025-02-T1 09:0252.545 httptools_impl.py:481] 172.21.0153910 - *Gi
INFO 2025-02-11 09:02:59.234 metrics.py-351] Avg prompt throughput
Art Portfolio or Scrapbook : Create a dedicated ughput: 16 tokens/s, Running: O reqs, Swapped: O reqs, Pending: O req:
U KV cache usage: 0.0%.

INFO 2025-02-11 09:03:09.235 metrics.py:351] Avg prompt throughput:

book or binder for e o
‘ artwork over the years. You can organize the ughput: 0.0 tokens/s, Running: O reqs, Swapped: O regs, Pending: O req| P9I 10
works chronologically or by theme (e.gy seasons, Y KVcache usage: 0.0%.
INFO 2025-02-11 09:03:19.236 metrics.py:351] Avg prompt throughput: 0.0 (okens/s, Avg generation thio
holidays, or favorite animals). This way, you can ughput: 0.0 tokens/s, Running: O reqs, Swapped: O regs, Pending: O regs, GPU KV cache usage: 0.0%, CP
easily flip through and admire their progress U KV cache usage: 0.0%
m e R A INFO 2025-02-T1 09:03:25.579 httptools_implpy:481] 172210143934 - "GET AM/models HTTP/LI" 200
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I've got some creative solutions for you to cherish your

Here are 5 ideas to get you started

ch child

lect their




GIGAPOD
 weletomACedSenies

Platform-software — GIGABYTE POD Manager (GPM)

Workload Management

System
Architecting
and

Deployment

AMDXX MLOps Bare-metal, Containers,
Infinity Hub Platform virtualization, HPC, etc.

Cluster Management Software Stack

AMDCZ\ Enterprise Al Ecosystem GIGABYTE Cluster Manager and
Integrations

Infrastructure Hardware — GIGABYTE Systems Hardware
Specification
Network Fabrics Power Cooling and
Infrastructure
Management Nodes Compute Nodes Storage Systems Planning
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DLC G4L3-ZX1 MI325X/MI355X Server

6 x Hose for GPU Coldplate

Balanced 4+4
3000W

fulfill peak
power

1 x Rear MLAN

2 x USB 3.2 Gen1

1 x Front MLAN 4
1 x VGA 8 x GPU DERICT NVMe -

2 x 10Gbps LAN
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With full bandwidth PCle Slots

NVMe x2 —_— © @
3
NVMe x2 " A " 9 e O
NVMe x2 T . o
NVMexz - g - ' .
2xUSB3.2Genl (=] < - SMB : ’ o
sl 2 3 e |
3 2 3. & 9 EG 210G
&| & ~ . Ll |
12-Channel DDRS RDIMM 12-Channel DDRS RDIMM <Xty e B o 1, o |G 4
12 x DIMM slots 12 x DIMM slots .
B
. AmMDZ | . AMDD SR |- AMDRY \

AMDA

AMD
MIRSX
=PYC =PYC ; .
S “ e 0 3 -
AMD EPYC™ 9005 ShG - |

AMD EPYC™ 9005 2 P 3 .| - - -
AMD EPYC™ 9004 AMD EPYC™ 9004 h = =5 =5 — : _ 8
PCle3.0 x4 ° ° o o
- — - -—— - 3
PCIe5.0x16 | e } : ~ 3 F | © ol
- - - 0|0
2|8 o 2 2 @ =
21 3l 2 22 3 222 . AMDD | AMDI1
ol v @ '} o k' @ INSTINCT IN: cr *
ooy ¥ g %] g M3ZCX RE=2
PCle switch PCle switch PCle switch PCle switch SN2 A olo
Broadcom Broadcom Broadcom Broadcom % '
PEX89104 PEXB89104 PEXE9104 PEXB9104 - < ®. - 4 ) .u€ ole o
. e e L
o .

4 x PCle5.0 x16 FHHL slots (rear 4 x PCle5.0 x16 FHHL slots (r

GPU GPU GPU GPU GPU GPU

Universal baseboard (UBB) module with
8 x AMD Instinct™ MI1325X OAM GPUs
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Crisis management while losing the power

SMBalert Event Occur

|

‘———.._/'/

SCMP Management

Smart Crises Management and Protection
(SCMP)

SCMP is a GIGABYTE patented feature which is
deployed in servers with non-fully redundant
PSU design. With SCMP, in the event of faulty
PSU or overheated system, the system will
force the CPU into an ultra-low power mode
that reduces the power load, which prevents
the system from unexpected shutdown and
avoids component damage or data loss.
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WEKA /| VAST storage Rack/ CDU

Pensando™

Pollara 400 Al NIC
AMD CPU + GPU SERVER
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Object storage Coldplate / Senser
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GIGAPOD Partners

Comprehensive design across cooling, power and construction for better delivery
¢ VERTIV. the proper environment for server cluster.

Cooling unit and hardware-level part design for the best
motivair USystems cooling efficiency.

Network switch partner for networking switch
2 BROADCOM AMDZI m and topology design.

Software and storage
with the right bandwidth
design, features and
performance for
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Infrastructure design includes placement, cooling and power

network design

| cou i o S Q NSNS\
%

£
o
=3
&

e
Tota LM e
w6 578 e sz
| Eth SPINE_SWITCH Eth SPINE SWITCH | 400G
- - | 200G
I i =z POD Manager Platform
—— 256
-
Applications & Cloud Services
e
S—
e 18 15 — AR A — B Platform Software - GIGABYTE POD Manager (GPM) Architecting
] enierwncn | | entoncy | emummes || s mees | e e ! Sorvice
e 16 0 ! 16 16 | | Workload Management -
T e T T T T T ! T I VIDIA Al NVIDIA Omniverse™, Bare-metal, Architecti
I w0 awson Al Elterpris. Containers, HPC, Virtualization, etc. o il
i e
wou
RE— e, Cluster Managem:
a4 4 4 5 LG Duples 2 2 LE ent
GwmEm ,,, G GBI, GAEm mRm L, RBF b el SoRware Stack
.. [ g & & NVIDIA Base Command™ GIGABYTE Cluster Manager and
et macK 10 e Ak 730 o, g, AR e s Integrations
some s w00t gy
Infrastructure Hardware - GIGABYTE Systems AT
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